Exploring Two Open Questions in Meta-Agent Design
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Research Problems Simple Abstractions (SA)

import LanguageModel
> output_fields = ["reasoning", "answer"] # Example output fields
3 1m_agent = LanguageModel (output_fields, mode="standard")

How can we mitigate error accumulation and :
. . . 4 instruction = "Please think step by step and then solve the task."
COSt accumUIatlon Wh||e a”OW|ng the meta'agent 5 task_context = "Solve the equation x°2 - 4 = 0 for real x."

to |earn from prev'ous attempts? — DCM  # Directly unpack the fields using the callable interface

reasoning, answer = 1lm_agent(task_context, instruction)

9 class AgentSystem:
10 def init__ (self):

How can we better tackle the agent selection ! T mnemneetoie pastereea et
problem, which is analogous to the model def forward(self, prompt: str):

14 # Abstract method to be implemented by subclasses.

SeleCt|On prOblem |n maCh|ne Iearn”’]g? —> RADAR 15 # Args: prompt (str): The input prompt for the agent.

16 # Returns: str: The agent’s response.
Cost Type 17 raise NotImplementedError ("Subclasses must implement.")
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Dataset CoT ADAS DCM SA+DCMS

MGSM 359+4.1 570x£43 664+41 703+39
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